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Abstract — Nowadays there is need of high performance of computer system in distributed environment. As the system mean time before failure correspondingly drops, applications must checkpoint frequently to make progress. However, at scale, the cost of checkpointing becomes prohibitive. A solution to this problem is multilevel checkpointing, which employs multiple types of checkpoints in a single run. Lightweight checkpoints can handle the most common failure modes, while more expensive checkpoints can handle severe failures. Also, uses the designed of multilevel checkpointing library, the Scalable Checkpoint/Restart (SCR) library,[1], that writes lightweight checkpoints to node-local storage in addition to the parallel file system, which present probabilistic Markov models of SCRs performance. The proposed work focuses on evaluation of multiple checkpointing in the distributed environment in the presence of multiple senders and multiple receiver.
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I. INTRODUCTION

Although supercomputing systems use high quality components, they become less reliable at larger scales because increased component counts increase overall fault rates. HPC applications can encounter mean times between failures (MTBFs) of hours or days due to hardware breakdowns [1] and soft errors [16]. For example, the 100,000 node BlueGene/L system at Lawrence Livermore National Laboratory (LLNL) experiences an L1 parity error every eight hours [20] and a hard failure every 7-10 days. Exascale systems are projected to fail on the order of minutes or hours [14], [13], [10]. Most applications tolerate failures by periodically saving their state to reliable storage checkpoint files. Upon failure, an application can restart from a prior state by reading in a checkpoint. Checkpointing to a parallel file system is expensive at large scale. A single checkpoint can take tens of minutes [2], [12]. Further, large-scale computational capabilities have increased more quickly than I/O bandwidths. Typically, the limited bandwidth results from system design choices that optimize for system maintainability and availability. Increasing failure rates due to increases in system scale require more frequent checkpoints. Increased system imbalance makes them more expensive. Multilevel checkpointing, [37] uses multiple types of checkpoints that have different levels of resiliency and cost in a single application run to address this problem. The slowest but most resilient level writes to the parallel file system, which can withstand an entire system failure. Thus, an application can usually recover from a less resilient checkpoint level, given carefully chosen redundancy schemes. Multilevel checkpointing allows applications to take frequent inexpensive checkpoints and less frequent, more resilient checkpoints, resulting in better efficiency and reduced load on the parallel file system.[1]

[1] evaluate multilevel checkpointing in large-scale systems through a probabilistic Markov model. The major focus is on Details of Markov model of multilevel checkpointing. An extension of model for checkpointing to the parallel file system only upon job termination (checkpoint scavenging). An evaluation of the viability of checkpoint scavenging. Overall, results demonstrate that multilevel checkpointing significantly improves current methods. We show that it can increase system efficiency significantly, with gains up to 35 percent while reducing the load on the parallel file system by a factor of two

II. RELATED WORK

[40] shows that Reliability of digital systems can be improved through the use of redundant components. This paper is concerned with system failures caused by permanent component failures, in contrast to the problem of transient failures caused by noise. N+1parity was proposed by plank as way to perform diskless checkpointing, but the proposed James [32] algorithm is non incremental, and needs each processor to maintain two in memory copies of each check-point. In this [32], a set of checkpointing algorithm that perform no writing to disk, instead they assume that no more than m processors fail in a parallel or distributed system at any one time, and describe how to recover from such failures. Vaidya[31] shows the advantages of multi-level recovery schemes. A multi-level recovery scheme is one that can tolerate different number of failures requiring larger costs. A single failure can be tolerated by rolling the system back to 1-checkpoint, while multiple recovery is possible by rolling back to an N-checkpoint. In this vaidya [30] shows that, to demonstrate the advantages of two-level recovery, we evaluate the performance of a recovery scheme that takes two different types of checkpoints, namely, 1-checkpoints and N-checkpoints.

A single failure can be tolerated by rolling the system back to a 1-checkpoint, while multiple failure recovery is possible by rolling back to an N-checkpoint. Gustavo etl. [29], selects a metric for the analysis and benchmarking of checkpointing
algorithms through simulation and provide evidence that this is an effective indicator of the overhead imposed by the checkpointing algorithm on distributed applications. [24] presents that, to tolerate failures in cluster and parallel computing systems, parallel applications typically instrument themselves with the ability to checkpoint their computation state to stable storage. When one or more processors fail, the application may be restarted from the most recent checkpoint, thereby reducing the amount of recomputation that must be performed. If any processor fails, a replacements processor is selected to take place of failed processor, and then all processors restore the saved state of the computation from the checkpoint. If no replacement processor is available, then the application is halted until one becomes available. The technique[21] of checkpointing and rollback recovery is a well-known method to achieve fault tolerance in a distributed computing system. In case of fault, the system can rollback to a consistent global state and resume computation without requiring additional efforts from the programmer. Checkpoint is a snapshot of the current state of process. It saves enough information in non-volatile stable storage, such that one can reconstruct the process state from the saved information. Messages received during the rolled back period, may also cause problem. Their sending processes will have no idea that these messages are to be sent again. Such a message whose send event is recorded in the state of sender process but the receive event is lost, is called a missing message [21]. Early in the deployment of the[20] Advanced Simulation and Computing (ASC) Q supercomputer, a higher-than-expected number of single node failures was observed. The elevated rate of single-node failures was hypothesized to be caused primarily by fatal soft errors. Error correction code (ECC) may be used to detect and correct soft errors.

This paper examines methods of approximating the optimum restart strategy for minimizing application run time on a system exhibiting single component failures. This[16] paper analyze that, the data has been collected over the past 9 years at Los Alamos National Laboratory and includes 23000 failures recorded on more than 20 different systems and perform analysis of failure as well as analysis of repair times. Glosli [14] , main focus is on parity error recovery methods BlueGene/L provides two methods to mitigate the impact of L1 parity errors. The _rst option is to write through the L1 data cache directly to lower levels of the memory subsystem. The second option transfers control to an application. Activating write-through mode is very effective at eliminating parity errors[14].

[9] Multi-level checkpointing allows applications to take frequent inexpensive checkpoints and less frequent, more resilient checkpoints, resulting in better efficiency and reduced load on the parallel file system. In this [3], Bland etal. presented an original scheme to enable forward recovery using only features of the current MPI standard. Rollback recovery, which relies on periodic checkpointing has a variety of issues. The ideal period of checkpoint, a critical parameter, is particularly hard to assess. All these issues are overcome in [1]. High- performance computing (HPC) systems are growing more powerful by utilizing more components. As the system mean time before failure correspondingly drops, applications must checkpoint frequently to make progress. However, at scale, the cost of checkpointing becomes prohibitive. A solution to this problem is multilevel check-pointing, which employs multiple types of checkpoints in a single run. Lightweight checkpoints can handle the most common failure modes, while more expensive checkpoints can handle severe failures.

### III. ANALYSIS

#### 3.1 Multilevel checkpoint model

Our novel probabilistic model of multilevel checkpointing can predict the behavior of SCR given the factors that can affect its performance. We evaluate SCR’s performance using the model with parameters that represent SCR usage by pF3D. This model can guide general use of multilevel checkpoint systems for current and future systems and motivate system designs that provide adequate overall reliability and efficiency. To model multilevel checkpointing systems, we make some simplifying assumptions that naturally introduce errors into the model’s predictions. However, these errors are relatively small. We now discuss our assumptions and their potential impact.

We assume that failures are independent. Thus, a failure within a job does not increase the probability of another failure within that job or future jobs. In reality, some failures are correlated. However, SCR is designed to mitigate effects of correlated failures. For example, it can avoid using failed nodes in a job allocation as those nodes may be likely to fail again. We assume that checkpoints are globally coordinated and taken at regular intervals throughout the job. While not always true, SCR requires globally coordinated checkpoints and pF3D does checkpoint at regular intervals. We also assume costs to read and write checkpoints are constant throughout the job. However, read and write times actually vary, particularly when shared resources such as the parallel file system are used, which leads to some error in our model. We assume that the application recovers from the most recent viable checkpoint when a failure occurs. We do not model possible savings from using an older checkpoint that is also sufficient for recovery but available from faster storage. Thus, we may underestimate the possible performance of multilevel checkpointing.

We assume an infinite pool of spare nodes. When using SCR in practice, users often request extra nodes in their job.
allocation; upon node failure SCR restarts the job using the extra nodes, ignoring those that failed. In general, the failure rate is less than the repair rate, so this assumption typically holds. In the absence of spare nodes, SCR copies the most recent checkpoint to the parallel file system and terminates the job; we model this capability in Section 6. Similarly, the model does not account for batch system allocation time limits.

We assume a single level L checkpoint period completes within the allocation time limit. In practice, SCR handles batch limits by copying the most recent checkpoint to the parallel file system before the allocation expires. These assumptions cause our model to overestimate performance if SCR must copy checkpoints to the parallel file system.

### 3.2 Model Overview

In a multilevel checkpointing system, each of L checkpointing mechanisms is a level, for which level 1 checkpoints are the least expensive and resilient, while level L checkpoints are the most expensive and resilient. In our model, we assume that a checkpoint at level k can be used to recover from a super set of the failure modes that are recoverable using checkpoints at levels less than k. A level k failure refers to a failure severe enough that we require a checkpoint at level i ≥ k for recovery. A level k recovery restores an application using a checkpoint saved at level k. A multilevel checkpointing system alternates between different levels of checkpoints. Since more severe failures happen less frequently, the system records zero or more level k checkpoints for every level k+1 checkpoint.

In our Markov model of a multilevel checkpointing system, nodes represent application states and edges represent the transitions between states. We annotate each edge with the probability that the application will transition from the source state to the destination state and use cost information such as the time spent in the source state given that the transition is taken. Kathryn says that model has computation and recovery states. Computation states represent periods of application computation followed by a checkpoint. Recovery states represent the process of restoring an application from a checkpoint saved previously.

Fig 3.1 presents our model’s basic structure. The white states in the top row are computation states, and the single blue state at the bottom is a recovery state. We label each computation state by the checkpoint level with which it terminates and the recovery state by the checkpoint level that it uses to restore the application. If no failures occur during application execution or checkpointing, the application transitions from one computational state to the next. If a failure occurs, the application transitions to the recovery state corresponding to the most recent checkpoint capable of recovering from the failure. For example, if a failure at level i and i ≤ k while in the middle computation state in Fig 3.1, the system transitions to recovery state k, which restores the application using the checkpoint that was written at the end of the previous computation state. However, if i ≥ k, the system must transition to a recovery state that corresponds to an older checkpoint saved at a higher level.

If no failures occur during recovery, the application transitions to the computation state that follows the checkpoint used for recovery. If a failure at level i < k occurs while in a level k recovery, we assume the current recovery state must be restarted. However, if i ≥ k, the application must transition to a higher-level recovery state. We assume a level L recovery can be restarted to recover after a failure at any level.

We exploit the recursive structure of our model to develop recurrence equations that we efficiently solve for the expected run time.

Fig 3.2: Hierarchical structure of Markov model.

As Fig 3.2 shows, we can build a full model by recursively composing three basic blocks, which we label X(k,c), Y(k,c), and Z(k,c), where k,c ∈ 1, 2, . . . , L. An X(k,c) block consists of a Y(k,c) block and a base state for recovery at level k, R_k. A Z(k,c) block consists of a series of X(k,c) blocks and a terminating X(c,c) block.

When k > 1, a Y(k,c) block consists of either a single Y(k-1,c) block or a Y(k-1,k-1) block followed by a Z(k-1,c) block. Finally, when k=1, a Y(k=1,c) block is a base state corresponding to a computation state that terminates with a checkpoint at level c. The parameter c is the checkpoint level taken by the last compute state in a block and k is the level of a block. An instance of X(L,L) represents a level L interval.

### 3.3 Base States
For the base computation and recovery states, \( p_0 \) is the probability that the application executes for some time, \( t_0 \), without encountering a failure. For \( k \in 1, 2, \ldots, L \), the probability that the first failure during this period occurs at level \( k \) is \( p_k \) and \( t_k \) is the expected run time before encountering that failure. With \( T \) representing the time for spent in the state before exiting, and assuming an exponential distribution, the expressions for \( p_k(T) \) and \( t_k(T) \) evaluate to \( p_k(T) = e^{-\lambda T} \) and \( t_k(T) = T \), and for \( k \in 1, 2, \ldots, L \), \( p_k(T) \) and \( t_k(T) \) evaluate to

\[
\begin{align*}
p_k(T) &= \frac{\lambda_k}{\lambda} (1 - e^{-\lambda T}), \\
t_k(T) &= 1 - (\lambda T + 1)e^{-\lambda T} / \lambda (1 - e^{-\lambda T}),
\end{align*}
\]

where \( \lambda = \lambda_1 + \lambda_2 + \ldots + \lambda_L \).

A \( Y \) \( (k = 1, c) \) block is a base computation state in which the application executes for an interval of length \( r \) and then writes a checkpoint at level \( c \), which requires a time of \( c \). From the formulas above, \( p_{\gamma i} = p_{\gamma}(t+c_i) \) and \( t_{\gamma i} = t_{\gamma}(t+c_i) \), and for \( i \in 1, 2, \ldots, L \), \( p_{\gamma i} = p_{\gamma}(t+c_i) \), and when \( p_{\gamma i} = t_{\gamma}(t+c_i) \).

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L )</td>
<td>Number of checkpoint levels modeled</td>
</tr>
<tr>
<td>( n_k )</td>
<td>Number of level ( k ) checkpoints within each level ( k+1 ) period</td>
</tr>
<tr>
<td>( T )</td>
<td>Length of compute interval before the application initiates a checkpoint</td>
</tr>
<tr>
<td>( c_k )</td>
<td>Time to record a level ( k ) checkpoint</td>
</tr>
<tr>
<td>( r_k )</td>
<td>Time to complete a level ( k ) recovery</td>
</tr>
<tr>
<td>( \lambda_k )</td>
<td>Average rate of level ( k ) failures assuming Poisson distributions</td>
</tr>
</tbody>
</table>

Table 1

[1] use the definitions listed in Table 1 to parameterize the multilevel checkpoint model.

While in a recovery base state at level \( k \), the system is recovering from a failure using a checkpoint saved at level \( k \), which requires a time of \( r_k \). We find that the probability of exiting without any failures is \( p_{\beta 0} = p_0(t_0) \) and the time to exit with no failures is \( t_{\beta 0} = t_0(t_0) \). For \( i \in 1, 2, \ldots, L \), the probability of exiting on a failure at level \( i \) is \( p_{\beta i} = p_i(t_i) \), when \( p_{\beta i} > 0 \), the time before exiting on failure at level \( i \) is \( t_{\beta i} = t_i(t_i) \).

### IV. Performance Analysis

#### 4.1 The \( X(k,c) \) Block

An \( X = X(k,c) \) block internally consists of a \( Y = Y(k,c) \) block and a recovery state at level \( k \), \( R = R_k \). To simplify the final expressions, we merge groups of related transitions into single transitions. We show the merged groups in Fig. 3.

![Fig 4.1: Simplified diagram of X(k,c)](image)

\( Y \) transitions to the recovery state \( R \) for any failure scenario that requires a recovery level at \( k \) or less. We merge each of these transitions into a single transition that has probability of \( P_{\gamma R} \) and an expected run time of \( T_{\gamma R} \). Once in \( R \), a transition away from \( R \) eventually happens, provided that \( \sum_{i=0}^{\infty} P_{\gamma i} < 1 \).

However, one or more loops back to \( R \) may occur before transitioning away. We merge the transitions from \( R \) to \( Y \); its probability is \( P_{\gamma R} \) and its expected run time is \( T_{\gamma R} \) as shown in Fig 4.1.

Failures at levels \( i \geq k \) cause a transition out of \( R_k \) to a higher level recovery state. The transitions from \( R \) have probability \( P_{\gamma R} \) and expected run time \( T_{\gamma R} \). However, if \( k = L \), then recovery is restarted upon failure at any level so for each \( i \in 1, 2, \ldots, L \), \( P_{\gamma R} = 0 \). While in a recovery state at level \( k < L \), the system transitions to a recovery state at level \( k + 1 \) if a level \( k \) or level \( k + 1 \) failure occurs. For instance, the occurrence of a failure at level \( i \), where \( i > k + 1 \), a transition is made to a recovery state at level \( i \).

#### 4.2 The \( Z(k,c) \) Block

A \( Z = Z(k,c) \) block only exists when \( n_k > 0 \). It consists of a chain of \( X = X(k,k) \) blocks of length \( n_k - 1 \) followed by a \( X' = X(k,c) \) block, as Fig 4.2 shows. Then define \( v = n_k - 1 \). The probability of successfully transitioning from the \( Z \) block to the first computation state of the next block is the probability that \( v \) consecutive successful transitions from \( X \) blocks are followed by one successful transition from the \( X' \) block, \( p_{\gamma 0} = (p_{\gamma 0})^v \cdot p_{\gamma X'} \). When \( p_{\gamma 0} > 0 \), the expected time to make this transition is \( t_{\gamma 0} = v \cdot t_{\gamma 0} + t_{\gamma X'} \). The total probability to leave \( Z \) for a recovery state at level \( i \) is the sum of the probabilities corresponding to each of the possible paths from the subtrees of \( Z \).
4.3 The Y(k,c) Block

A Y(k,c) block is built using three different constructions depending on the values of k and (when \( k > 1 \) \( v_{k-1} \). If \( k = 1 \), then \( Y(k,c) = Y( k=1, c ) \), which is a base computation state. If \( k > 1 \) and \( v_{k-1} = 0 \), then \( Y = Y(k,c) \) consists of a single \( Y' = Y( k-1,c) \) block. We compute the probabilities and expected run times to transition from \( Y \) given the probabilities and expected run times to transition from \( Y' \) as \( p_{Y0} = p_{Y0} \) and \( t_{Y0} = t_{Y0} \), and , for each level \( i \in 1,2,\ldots,L \), \( p_{Yi} = p_{Yi} \) and \( t_{Yi} = t_{Yi} \).

If \( k > 1 \) and \( v_{k-1} > 0 \), then \( Y = Y(k,c) \) consists of a starting \( Y' = Y( k-1, k-1) \) block followed by a \( Z = Z( k-1, c) \) block, as Fig 4.3 shows.

The probability that a successful transition from \( Y \) occurs is the probability that both \( Y' \) and \( Z \) transition successfully, \( p_{Y0} = p_{Y0} \cdot p_{Z0} \) and the expected time for this transition is \( t_{Y0} = t_{Y0} + t_{Z0} \). The total probability to leave \( Y \) for a recovery state at level \( i \) is the sum of the probabilities for each path.

**CONCLUSION**

Presents the models of multilevel checkpointing with SCR, which we validated against results from executions and simulations. Our novel, hierarchical Markov models predict the performance of multilevel checkpointing systems based on system reliability and checkpoint cost. Analysis demonstrates that multilevel checkpointing significantly improves system efficiency, particularly as failure rates and relative parallel file system checkpoint costs increase.

[1] explored the impact of checkpoint scavenging, a key extension to multilevel checkpointing.
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