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Abstract—This paper present a comparison of an OpenMP and Parallel Matlab based on the parallel implementation of algorithm from the field of computer and mathematical applications. The focus of our study is on the performance of benchmark comparing OpenMP and Parallel Matlab.

We take mathematical matrix multiplication problem execute it on OpenMP and Parallel Matlab. Based on this example, we conclude that OpenMP is the more suitable than Parallel Matlab due to its fast loading and speed of program. Another reason to consider OpenMP is freely available whereas Matlab we have to purchase. Therefore, for uses in research, OpenMP maturity and resulting richness of functions make it a viable alternative to Matlab.

In our simulation, we used Ubuntu 12.04 and Windows 8 operating system; a system with Intel Core i5 Dual core processor having thread count 4.

Index Terms—OpenMP, Parallel MATLAB, Multicore, SPMD, Parallel Computing Toolbox

I. INTRODUCTION

We are living in the era of Dual core, Quad-core, multi-core and many-core processors and our Desktop and Laptop computers are equipped with these processors. The question raised by the author in reference [2] What the parallel-processing Community has (failed) to offer the multi/many-core Generation”. With the advent of multicore processors [14], it has become imperative to write parallel programs if one wishes to exploit the next generation of processors. So we should start thinking in parallel and execute our serial program in parallel.

There are various tools available for running the program in parallel we are considering only Parallel Matlab and OpenMP. MATLAB is a popular choice for algorithm development in signal, image and numerical processing. While traditionally done using sequential MATLAB running on desktop systems in recent years there has been a surge of interest in running MATLAB in parallel to take advantage of multiprocessor and multicore systems [3].

OpenMP is a set of compiler directives and runtime library routines that can be used to extend FORTRAN and C to express shared memory parallelism [16].

In Section II introduces the parallel programming environment OpenMP [10], Parallel MATLAB [13] and discuss Multicore processor [9]. Experimental results are presented in Section III. Section IV presents future score and conclusion..

II. PRELIMINARIES

This section gives a brief introduction to Parallel MATLAB, OpenMP and Multicore.

A. Parallel MATLAB

MATLAB have a built-in interpreted language that is similar to C and HPF, and the flexible matrix indexing makes it very suitable for programming matrix problems [31]. Parallel MATLAB has been actively developed over the past several years, and there are several commercial and academic versions available in the market [3]. MATLAB R2010 comes with Parallel Computing Toolbox (PCT) and the Matlab Distributed Computing Server (MDCS).

Parallel computing in MATLAB split up the problem across multi core or multiple compute nodes in a variety of ways. The parfor() Command

The PCT provides a simple way to parallelize MATLAB for-loops. The parfor () [3] command can be used to distribute the individual loop iterations across processors or cores without any additional code modifications. parfor() divides the loop iterations into groups so that each worker executes some portion of the total number of iterations. parfor-loops are also useful when you have loop iterations that take a long time to execute, because the workers can execute iterations simultaneously. You cannot use a parfor-loop when an iteration in your loop depends on the results of other iterations. Each iteration must be independent of all others [13]. Figure 1 shows the use of parfor command in Matlab using Matlab workers.

Fig. 1. Use of parfor command [13]

The general form of an parfor statement is:

parfor ii= 1:N
<statements>
end

The spmd() Command

For parallel matrix multiplication in Parallel Computing Toolbox of MATLAB we use spmd command which is data parallel command. The single program multiple data (spmd) construct lets you define a block of code that runs in parallel on all the workers (workers) in the MATLAB pool. The spmd block can run on some or all the workers in the pool [13].
The body of a parfor-loop cannot contain an spmd statement, and an spmd statement cannot contain a parfor-loop [13].

The general form of an spmd statement is:

```matlab
spmd
<statements>
end
```

MATLAB supports multithreading natively which can be broadly compared to the OpenMP [3] approach to parallelism.

**B. OpenMP**

Over the last decade, the Message Passing Interface (MPI) and OpenMP have become the two most dominant parallel programming models [1]. OpenMP is an Application Programming Interface (API) for developing multi-threaded applications in C/C++ or Fortran. OpenMP is a shared memory model of parallel hardware. Multi-core technology offers very good performance and power efficiency and OpenMP has been designed as a programming model for taking advantage of multi-core architecture[25]. So we use the OpenMP programming environment to parallelize Matrix Multiplication in multicore architectures.

Within the multi-core architecture there are varieties of parallel languages that can be utilized to run the parallel programs. The OpenMP is one of the most important libraries that could be applied successfully to run the parallel applications. Comparing with other parallel languages, OpenMP shows efficacy when it has been used with multi-core architecture processors [1].

In general OpenMP follows a fork-join execution model as shown in Fig. 2.

![Fig. 2 Fork-join programming model of OpenMP [16].](image)

OpenMP is sequential-coder friendly; that is, when a programmer has a sequential piece of code and would like to parallelize it, it is not necessary to create a totally separate multicore version of the program. Instead of this all-or-nothing approach, OpenMP encourages an incremental approach to parallelization, where programmers can focus on parallelizing small blocks of code at a time. The API also allows users to maintain a single unified code base for both sequential and parallel versions of code. Compiler directives allow programmers to specify which instructions they want to execute in parallel and how they would like the work distributed across cores. OpenMP directives typically have the syntax

```
#pragma omp construct [clause [clause]...]
```

**C. Multicore**

Microprocessor Microprocessor architecture has entered the multicore era [12]. Currently, there are two examples of multicore architectures: conventional multicore CPUs (typically with two eight-cores) and unconventional multicore processors such as GPGPUs (with tens or hundreds of cores) [3]. For the test case, we utilized multiple cores CPU. Multicore architectures integrate multiple processing units into one chip to overcome the physical constraints of unicores architectures, and their exponentially growing power consumption [8]. Multicore architectures provide a new dimension to scale up the number of processing elements (cores) and, therefore, the potential computing capacity. Leading manufacturers are developing processor having more than two cores. IBM's Cell processor has eight cores (plus a master core). Sun Microsystems T2 processor also has eight cores, AMD's mainstream processors - Phenom families announced in 2007, have only four cores and the Dunnington processor announced by Intel in 2008 has six cores [8].

**III. EXPERIMENTAL RESULTS**

In this section, we present experimental results. For experimental setup, we have tested our system on four test cases. We compare the performance of sequential and parallel Matrix Multiplication with the OpenMP code on a multi-core CPU operating system is Ubuntu 12.4 operating system. The Matrix Multiplication problem again compared with the parallel computing toolbox of Matlab 2010 operating system is Windows 8.

The host machine used has Intel Core i5 1.6 GHz Dual processors. Each processor has Hyper-Threading [19] technology such that, each processor can execute simultaneously instructions from two threads. Overall numbers of cores are 2 and because of hyper threading thread count of host machine equal 4.

In 1988, Gustafson introduced the concept of scalable computing and the fixed-time speedup model [8]. The fixed-time speedup is defined as:

```
Speedup = \frac{\text{Sequential Time of Solving Scaled Workload}}{\text{Parallel Time of Solving Scaled Workload}}
```

Speedup > 1

A. Matrix Multiplication:
We consider the problem of computing the product C = A*B of two large, dense, matrices. A straight forward matrix
multiplication performs scalar operations on data items. We choose matrix multiplication, because of following two reasons [18]:

- Matrix Multiplication is widely used in numerical programming.
- Matrix Multiplication is a fundamental parallel algorithm with respect to data locality, cache coherency etc.

Matrix has a built-in interpreted language that is similar to C and HPF, and the flexible matrix indexing makes it very suitable for programming matrix problems [7].

TABLE 1
EXECUTION TIME FOR MATRIX MULTIPLICATION OF OPENMP AND PARALLEL MATLAB.

<table>
<thead>
<tr>
<th>Matrix Order</th>
<th>Parallel Matlab</th>
<th>OpenMp</th>
</tr>
</thead>
<tbody>
<tr>
<td>M*N</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2*2</td>
<td>0.0001s</td>
<td>0.0004s</td>
</tr>
<tr>
<td>3*3</td>
<td>0.00005s</td>
<td>0.00003</td>
</tr>
<tr>
<td>4*4</td>
<td>0.00006s</td>
<td>0.00004</td>
</tr>
<tr>
<td>10*10</td>
<td>0.0626s</td>
<td>0.00004</td>
</tr>
<tr>
<td>100*100</td>
<td>0.007s</td>
<td>0.0107s</td>
</tr>
<tr>
<td>1000*1000</td>
<td>0.4911s</td>
<td>6.9802s</td>
</tr>
<tr>
<td>3000*3000</td>
<td>11.64s</td>
<td>233.38s</td>
</tr>
<tr>
<td>5000*5000</td>
<td>28.136s</td>
<td>1213.3</td>
</tr>
</tbody>
</table>

Speed-Up Comparison:

TABLE 2
SPEED-UP OF SEQUENTIAL TO OPENMP & PARALLEL MATLAB

<table>
<thead>
<tr>
<th>MATRIX ORDE</th>
<th>SEQ-TO- PARALLEL MATLAB</th>
<th>SEQ-TO-OPENMP</th>
</tr>
</thead>
<tbody>
<tr>
<td>2*2</td>
<td>0.0001</td>
<td>0.1346</td>
</tr>
<tr>
<td>3*3</td>
<td>0.0000</td>
<td>0.1696</td>
</tr>
<tr>
<td>4*4</td>
<td>0.0000</td>
<td>0.1377</td>
</tr>
<tr>
<td>10*10</td>
<td>0.1174</td>
<td>0.2188</td>
</tr>
<tr>
<td>100*100</td>
<td>0.00113</td>
<td>1.7058</td>
</tr>
<tr>
<td>1000*1000</td>
<td>0.3933</td>
<td>1.4044</td>
</tr>
<tr>
<td>3000*3000</td>
<td>0.9555</td>
<td>1.7587</td>
</tr>
<tr>
<td>5000*5000</td>
<td>0.7417</td>
<td>1.7176</td>
</tr>
</tbody>
</table>

Fig. 4: Speed-Up Comparison
As the dimensions of the matrix increase, the execution time for sequential algorithm also increases by manifold as shown on Figure 3. After analyzing Table 1 and 2, Figure 3 and 4, we conclude that, given the Multi-core architecture, OpenMP shows good improvements for large matrix dimensions and gives very good Speed-Up factor and very less execution time. This can be evident from Table 1 & 2 that for matrix multiplication OpenMP is much better than Parallel Matlab.

IV. CONCLUSION

We studied the behavior of parallel algorithms with respect to OpenMP and Parallel Matlab. The initial results we found were not satisfactory. But, as the number of input data size increased OpenMP gives good performance.

As the systems are equipped with multi-core architecture. So, OpenMP will be a viable option for cases such as matrix multiplication and other applications. Parallel Matlab takes lot of time to start the matlabpool option and consume more space on hard disk and make system slower. All this adds overhead in Parallel Matlab.

Overall, we sum up our conclusion as OpenMP > Sequential>Parallel Matlab
Where > indicates performance. As a future work, we will find algorithms, where OpenMP is more preferable over Parallel Matlab. Future research work is required in the following problem areas: given an application program, we must check how useful OpenMP or Parallel Matlab is in heterogeneous environment consisting of multiple GPUs and multi-cores. Secondly, a library routine can be developed, which will port application program to CPU using OpenMP or Parallel Matlab or combination of these two technologies.
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